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2-Message Oblivious Transfer




2-Message Oblivious Transfer: Security

 Computational Receiver Security (best-possible): ot1 computationally
hides choice bit g

o Statistical Sender Security: There exists an unbounded extractor OTEXt
such that Sender(ot+, uo,u1) =s Sender(ot1,usz,us) where f° = OTEXt(oty)



Maliciously Secure 2-round OT

Useful primitive: 2-message WI proofs [BGl+17,JKKR17,KKS18],
maliciously circuit-private FHE [GHV10,0PP14],...

First instantiation: [NPO1,AIRO01] from DDH
Also known from Hash-Proof Systems (e.g. QR/DCR) [Kal05,HK12,...]

0/1-nature of number-theoretic languages in these constructions is
essential



Discrete Gaussians on Zm
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Learning With Errors
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Primal Regev Encryption, GPV08 version
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Decryption
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Dual Regev Trapdoor Function [GPV08]
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[Ajt99,MP12]: A statistically close to uniform over Zgn_H) X

Trapdoor Inversion:

Eval(Arn): Y <= 1A+ 1 s <— Decode(td, y)

where r < ZZJrl
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A simple ldea

What happens if we us one and the same matrix A as public key in primal
Regev encryption and the dual Regev TDF?

Given a key A, compute two “ciphertexts”;
- ¢ = Enc(A, u)

- y= Eval(A,r,n)
Clearly, if A is a public key for primal Regev, we can recover u

Likewise, if A Is a public key for dual Regev, we can recover r



A simple idea

 \What happens in the other cases?

 Consider the lattice
ANy(A) =1z €Z™:Jvel;st. z=vA (mod q)}

« Observervation: If A is an honestly generated primal Regev key, then Aq(A)
contains an unusually short vector

o Conversely, if A is an honestly generated dual Regev key, then Aq(A) does
not have short vectors (e.g. via transference, counting argument etc.)



Smoothing [MR04]

q-+/m

N (A (A)) > ne(Ag (A))

If oo >

then A - x ~. u (mod q)

thus ¢ = Ax + ECC(u) statistically hides u



L ossiness

e [GG98,CDLP13]: AM protocols for gap-SVP

e |dea: If Lattice contains a short vector, then adding a sufficiently wide
gaussian to a “random” lattice point is lossy

» Can turn this into lossiness argument for dual Regev
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Lossiness of Dual Regev
(using techniques from [CDLP13])

If o1 > 2)\1(AQ(A))

then ﬁoo(r ' rA+n)>1— negl



Making the cases overlap

Smoothing: Al(Aq(A)) > 1 \/m

oy
01
Lossiness: )\1(Aq (A)) < B}
O A/ TI
One of the cases must occur if -1 > 1
2 X

.e. 0001 > 20V M



A simple scheme i

If p=0:
(A, s) «+ PR.KeyGen (1)
It p=1:

A
/ (A,td) < DRKeyGen(lA)
co < PR.Enc(A, uo)

Vi e [l]:y; < riA+n;
If p=0:

(co, c1) 1o < PR.Dec(s, ¢p)

c1 < (Y1, -, Y, 1) \ If p=1:

VI € [{] : r; + DR.Decode(td, y;)
uy ¢ @ Ext(ry,...,rp)

c; < Ext(ri,...,r0) @ 11



Correctness

* Primal Regev correct given o0p <

 Dual Regev correct given o1 <



Security

Receiver Security: LWE

Sender Security: Statistical by the above reasoning: 0g - 01 > 2q\/ m

A1(Aq(A)) Is very short = dual Regev is lossy = Ext(sq,...,s)) is statistically

close to uniform and hides u+

A1(Aq(A)) is not short = primal Regev statistically hides uo



Instantiation

¢ =O0(n”)
m = O(n)
oo = O(n*?)
o1 = O(n)

This yields worst-case approximation factor O(n/«a) = O(n>*)



Drawbacks

Scheme has very poor rate (1/poly) due to amplification for case f =1

Security is very unbalanced: f = 0 has very good security right away
whereas f = 1 needs to be amplified via parallel repetition and extractors?

Can we balance things such that both cases need to be a little bit
amplified?



A more efficient scheme (Teaser only)

|ldeas

o =0 :Packed primal Regev encryption

o f=1:3ingle instance of dual Regev TDF

e Use extractors in both cases



A more efficient scheme

Lossiness argument in case f = 1 generalizes robustly to lattices Aq(A)
with many linearly independent short vectors

N

Hoo(r | rA+mn) = log(ps, (Ag(A)))
similar to [DM13]

Smoothing argument requires some refinement

We obtain a scheme of rate (1)



Partial Smoothing

« Cannot guarantee uniformity of Ax mod q if Aq(A) contains short vectors

« However: If Aq(A) contains sufficiently few linearly independent short
vectors, then Ax mod q is uniformly random in a subspace



Corollary 4.2. Let ¢ > 0 be an integer and let v > 0. Let A € Zj" and let o > 0 and
e > 0 be such that p,/,(Ag(A)\YB) < €. Let D € ngm be a full-rank (and therefore minimal)

matriz with Aj(D) ={xeZm | Vy e A\j(A)NyB : (x,y) =0 (mod q)}. Let x & Dyzm , and
u & A;IL(D) mod g. Then it holds that

Ax mod g ~. A - (x+ u) mod q.



Summary

e First two-round malicious OT scheme w/o setup from non-
numbertheoretic assumptions

e Standard LWE with poly approximation factor

« Optimized scheme with rate (1)



Thanks!

Coming soon to an eprint server near you!



